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LECTURE 13
SPURIOUS REGRESSION, TESTING FOR UNIT ROOT

Spurious regression

In this section, we consider the situation when is one unit root process, say Yt; is regressed against another
unit root process, say Xt; while the two processes are unrelated. Assume that

� Xt = Xt�1 + ut; X0 = 0:

� Yt = Yt�1 + vt; Y0 = 0:

�
�
ut
vt

�
= C (L) "t:

� f"tg is iid, E"t = 0; E"t"0t = � a positive de�nite matrix:

� =

�
�11 �12
�12 �22

�
:

�
P1

j=1 j
1=2 kCjk <1; C (1) is non-singular.

We can also set the initial values of X and Y to be di¤erent from zero: X0 = op
�
n1=2

�
; and Y0 =

op
�
n1=2

�
:

Let


 = C (1)�C (1)
0

=

�
!2u !uv
!uv !2v

�
;

where !2u and !
2
v are the long-run variances of ut and vt respectively, and !uv is the long-run covariance

between ut and vt:
Let b�n be the OLS regression coe¢ cient:

b�n = Pn
t=1XtYtPn
t=1X

2
t

:

Here we consider the regression without an intercept, however, essentially the same results can be obtained
for the regression with an intercept.
Let

WX;n (r) = n�1=2X[nr];

WY;n (r) = n�1=2Y[nr]:

From the FCLT we have �
WX;n (r)
WY;n (r)

�
=)

�
BX (r)
BY (r)

�
= 
01=2

�
WX (r)
WY (r)

�
;

whereWX (r) andWY (r) are two independent standard Brownian motions. Notice that convergence is joint,
which is important for all subsequent results.
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Consider �rst

n�3=2
nX
t=1

Xt�1 = n�1
nX
t=1

WX;n

�
t� 1
n

�
= n�1

�
0 +WX;n

�
1

n

�
+WX;n

�
2

n

�
+ : : :+WX;n

�
n� 1
n

��
:

The function WX;n (r) is cadlag, constant on the interval (t� 1) =n � r < t=n; and, therefore,

n�1WX;n

�
t� 1
n

�
=

Z t=n

(t�1)=n
drWX;n

�
t� 1
n

�
=

Z t=n

(t�1)=n
WX;n (r) dr;

so that

0 =

Z 1=n

0

WX;n (r) dr;

n�1WX;n

�
1

n

�
=

Z 2=n

1=n

WX;n (r) dr;

: : :

n�1WX;n

�
n� 1
n

�
=

Z 1

(n�1)=n
WX;n (r) dr:

Hence,

n�3=2
nX
t=1

Xt�1 =
nX
t=1

Z t=n

(t�1)=n
WX;n (r) dr

=

Z 1

0

WX;n (r) dr

!d

Z 1

0

BX (r) dr:

where the last result is by the CMT. Next,

n�3=2
nX
t=1

Xt = n
�3=2

nX
t=1

(Xt�1 + ut)

= n�3=2
nX
t=1

Xt�1 + n
�3=2

nX
t=1

ut

= n�3=2
nX
t=1

Xt�1 + op (1)

!d

Z 1

0

BX (r) dr:

Now, consider

n�2
nX
t=1

X2
t = n�2

nX
t=1

(Xt�1 + ut)
2

= n�2
nX
t=1

X2
t�1 + 2n

�2
nX
t=1

Xt�1ut + n
�2

nX
t=1

u2t :

= n�2
nX
t=1

X2
t�1 + 2n

�2
nX
t=1

Xt�1ut + op (1) :
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First,

n�2
nX
t=1

X2
t�1 = n

�1
nX
t=1

�
n�1=2Xt�1

�2
=

Z 1

0

W 2
X;n (r) dr

!d

Z 1

0

B2X (r) dr:

Next,
2Xt�1ut = X

2
t �X2

t�1 � u2t ;
and

n�1
nX
t=1

Xt�1ut = n
�1

nX
t=1

�
X2
t �X2

t�1 � u2t
�
=2

=

 
n�1X2

n � n�1
nX
t=1

u2t

!
=2

=

 
W 2
X;n (1)� n�1

nX
t=1

u2t

!
=2

!d

�
B2X (1)� �2u

�
=2

=
�
!2uWX (1)� �2u

�
=2,

where �2u = Eu
2
t . Therefore,

n�2
nX
t=1

Xt�1ut = op (1) ;

and

n�2
nX
t=1

X2
t !d

Z 1

0

B2X (r) dr: (1)

Next, consider
Pn

t=1XtYt: First,

n�2
nX
t=1

Xt�1Yt�1 = n
�1

nX
t=1

�
n�1=2Xt�1

��
n�1=2Yt�1

�
=

Z 1

0

WX;n (r)WY;n (r) dr

!d

Z 1

0

BX (r)BY (r) dr:

Next,

n�2
nX
t=1

XtYt = n�2
nX
t=1

(Xt�1 + ut) (Yt�1 + vt)

= n�2
nX
t=1

Xt�1Yt�1 + n
�2

nX
t=1

Xt�1vt + n
�2

nX
t=1

Yt�1ut + n
�2

nX
t=1

utvt:

Now, n�1
Pn

t=1 utvt !p �uv; where �uv = Eutvt, and, therefore,

n�2
nX
t=1

utvt = op (1) :
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Further,

n�2

�����
nX
t=1

Yt�1ut

����� � n�2

vuut nX
t=1

Y 2t�1

nX
t=1

u2t

= n�1=2

vuutn�2 nX
t=1

Y 2t�1n
�1

nX
t=1

u2t

= op(1):

Similarly,

n�2
nX
t=1

Xt�1vt = op (1) :

Thus,

n�2
nX
t=1

XtYt = n
�2

nX
t=1

Xt�1Yt�1 + op (1)

!d

Z 1

0

BX (r)BY (r) dr: (2)

The convergence in distribution results in (1) and (2) are joint, and it follows that

b�n !d

R 1
0
BX (r)BY (r) drR 1
0
B2X (r) dr

= �:

The result holds even if futg and fvtg are independent. One could expect that b�n would converge in
probability to zero, however, it converges in distribution to a random variable � and, therefore, is inconsistent.
The random variable � can be interpreted as a regression coe¢ cient from the "population" or "continuous
time" regression of the Brownian motion BY against BX :
Next, consider the usual t-statistic for H0 : � = 0:

tb�n = b�n=
�

s2nPn
t=1X

2
t

�1=2
;

where s2n is the sample variance of the �tted residuals.

s2n = (n� 1)�1
nX
t=1

�
Yt � b�nXt�2

= (n� 1)�1
 

nX
t=1

Y 2t +
b�2n nX

t=1

X2
t � 2b�n nX

t=1

XtYt

!

=
n

n� 1n
�1

 
nX
t=1

Y 2t � b�n nX
t=1

XtYt

!
;

and, therefore,

n�1s2n !d

Z 1

0

B2Y (r) dr � �
Z 1

0

BX (r)BY (r) dr

=

Z 1

0

(BY (r)� �BX (r))2 dr:
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Lastly,

n�1=2tb�n = b�n=
�

n�1s2n
n�2

Pn
t=1X

2
t

�1=2

!d �=

 R 1
0
(BY (r)� �BX (r))2 drR 1

0
B2X (r) dr

!1=2
:

We conclude that
tb�n = Op

�
n1=2

�
:

Hence, as n!1; for any K > 0

P
����tb�n ��� > K�! 1;

and the econometrician will reject H0 : � = 0 with the probability approaching 1. This is despite the fact
that the two variables X and Y can be independent.

Testing for unit root

Suppose that the scalar process fXtg is generated satis�es the following assumptions:

� Xt = �Xt�1 + ut X0 = 0:

� ut = C (L) "t:

� f"tg is iid, E"t = 0; E"2t = �2.

�
P1

j=1 j
1=2cj <1; C (1) 6= 0:

We are interested in testing
H0 : � = 1:

against
H0 : j�j < 1:

Under the null, Xt = I (1) ; while under the alternative, it is a stationary short memory process.
Consider the regression of Xt against Xt�1:

b�n =

Pn
t=1Xt�1XtPn
t=1X

2
t�1

= �+

Pn
t=1Xt�1utPn
t=1X

2
t�1

:

From the previous section, we know that

n�2
nX
t=1

X2
t�1 !d

Z 1

0

B2X (r) dr

= !2u

Z 1

0

W 2
X (r) dr;

where WX is a standard Brownian motion, and

n�1
nX
t=1

Xt�1ut !d
1

2

�
B2X (1)� �2u

�
=
1

2

�
!2uW

2
X (1)� �2u

�
=
!2u
2

�
W 2
X (1)� 1

�
+ �u;
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where

�u =
!2u � �2u

2

=
1

2

1X
h=�1

�
u (h)� �2u

�
=

1X
h=1

u (h) :

Now, under H0 : � = 1;

n (b�n � 1) = n�1
Pn

t=1Xt�1ut
n�2

Pn
t=1X

2
t�1

!d

!2u
�
W 2
X (1)� 1

�
=2 + �u

!2u
R 1
0
W 2
X (r) dr

=

�
W 2
X (1)� 1

�
=2 + �u=!

2
uR 1

0
W 2
X (r) dr

:

In the unit root case, the asymptotic distribution depends on functionals of a standard Brownian motion and
the nuisance parameters, �u and !2u: The convergence rate of b�n is faster than the usual pn: Next, consider
the t statistic for H0 : � = 1:

T = (b�n � 1) =
 b�2uPn

t=1X
2
t�1

!2
;

where

b�2u = n�1 nX
t=1

but2
=

nX
t=1

(Xt � b�nXt�1)2
= n�1

nX
t=1

(Xt �Xt�1 � (b�n � 1)Xt�1)2
= n�1

nX
t=1

u2t + n (b�n � 1)2 n�2 nX
t=1

X2
t�1 � 2 (b�n � 1)n�1 nX

t=1

Xt�1ut

= n�1
nX
t=1

u2t +Op
�
n�1

�
!p �

2
u:

Thus,

T = n (b�n � 1) =
 b�2u
n�2

Pn
t=1X

2
t�1

!1=2

! d

 �
W 2
X (1)� 1

�
=2 + �u=!

2
uR 1

0
W 2
X (r) dr

!
=

 
�2u

!2u
R 1
0
W 2
X (r) dr

!1=2

=
!u
�u

�
W 2
X (1)� 1

�
=2 + �u=!

2
u�R 1

0
W 2
X (r) dr

�1=2 :
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Again, the asymptotic distribution of the statistic depends on the unknown nuisance parameters �u; �u and
!u: Phillips (1987) and Phillips and Perron (1988) suggested an adjustment, which leads to an asymptotic
distribution free of nuisance parameters. Let b�2u and b� be consistent estimators of �2u and �, where � can be
estimated using the Newey-West type estimator:

b� = mnX
h=1

�
1� h

mn + 1

�
n�1

nX
t=h+1

butbut�h:
Notice that a consistent estimator of the long-run variance !2u is

b!2u = b�2u + 2b�:
Consider the following modi�cation of the t statistic.

ZT =
b�ub!uT � b�b!u �n�2Pn

t=1X
2
t�1
�1=2 :

Under H0 : � = 1;

ZT !d
1

2

W 2
X (1)� 1�R 1

0
W 2
X (r) dr

�1=2 :
Under the alternative, j�j < 1; and b�n� 1 converges in probability to a negative constant. Consequently,

under the stationary alternatives, T and ZT diverge to �1: One should reject the null of unit root when

ZT < c�;

where c� is such that

P (ZT < c�)
H0:�=1! �

Under the null, the distribution is non-standard, however, it is parameter free, and the critical values
can be simulated as follows. First, one generates n independent N (0; 1) random variables u�1;r; : : : ; u

�
n;r and

computes

Z�T;r =
1

2

�
n�1=2

Pn
t=1 u

�
t;r

�2 � 1�
n�2

Pn
t=1

�Pt
s=1 u

�
s;r

�2�1=2 :
One repeats this for r = 1; : : : ; R; where R is large. The simulated critical value c�;R is the � quantile of�
Z�T;1; : : : ; Z

�
T;R

	
:

While the distribution of ZT is free of nuisance parameters, it depends on the model. For example, in
general one would like to allow for an intercept, Xt = �+Xt�1+ut: In this case, b�n depends on the demeaned
Xt:

b�n =

Pn
t=1

�
Xt�1 �Xn

�
XtPn

t=1

�
Xt�1 �Xn

�2 ; where
Xn = n�1

nX
t=1

Xt�1:
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Notice that

n�2
nX
t=1

�
Xt�1 �Xn

�2
=

Z 1

0

�
WX;n (r)�

Z 1

0

WX;n (r) dr

�2
dr

! d

Z 1

0

�
BX (r)�

Z 1

0

BX (r) dr

�2
dr

= !2u

Z 1

0

�
WX (r)�

Z 1

0

WX (r) dr

�2
dr

= !2u

Z 1

0

fW 2
X (r) dr;

where fWX is a demeaned standard Brownian motion:

fWX (r) =WX (r)�
Z 1

0

WX (r) dr:

Hence, in this case,

T = (b�n � 1) =
 b�2uPn

t=1

�
Xt�1 �Xn

�2
!1=2

;

ZT =
b�ub!uT � b�

b!u �Pn
t=1

�
Xt�1 �Xn

�2�1=2 ;
and the asymptotic distribution of ZT under the null of unit root is given by

1

2

fW 2
X (1)� 1�R 1

0
fW 2
X (r) dr

�1=2 :
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