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LECTURE 6
WEAK INSTRUMENTS

In this lecture, we discuss the IV regression model with weak instruments. The discussion follows Staiger
and Stock�s 1997 paper in Econometrica.

Model

Consider the following regression model with a single endogenous regressor and a number of exogenous
regressors:

y1 = y2
 + Z2� + u;

where y1 is the n-vector of observations on the dependent variable, y2 is the n-vector of observations on the
endogenous regressor, Z2 is the n� l2 matrix of l2 exogenous regressors, u is the n-vector of residuals, 
 2 R;
and � 2 Rl2 : We have the reduced form equation for y2:

y2 = Z1�1 + Z2�2 + v;

where Z1 is the n � l1 matrix of l1 instruments for y2; �j 2 Rlj for j = 1; 2; and v is the n-vector of
observations on the reduced form residuals.
If �1 = 0; Z1 is not a valid instrument for y2 and the model is not identi�ed. Here we consider the case

when the model is identi�ed, however, the relationship between Z1 and y2 (for a given Z2) is weak, i.e. Z1
is the matrix of weak instruments. Weak instruments are de�ned by the following assumption.

Assumption 1 �1 = �1 (n) = n�1=2C; where C 2 Rl1 and �xed:

Assumption 1 de�nes weak, but di¤erent from zero relationship between the endogenous regressor y2
and its instruments Z1 (after controlling for the e¤ect of Z2): We will rely on large n approximation for
the distribution of the estimators, and, therefore, weakness of the relationship between y2 and Z1 has to be
modelled in terms of the sample size n: This is because any �xed (independent of n) �1; will be "large" when
n!1 as long as it is di¤erent from zero. Therefore, we assume that �1 = �1(n)! 0 as n!1: The rate
of convergence is chosen in a such way so that small correlations captured by non-zero C�s will appear in
the limit.
In addition, we make the following assumptions.

Assumption 2 (a) f(y1i; y2i; Z1i; Z2i) : i = 1; : : : ; ng are iid.

(b) E
�
Z1i
Z2i

��
ui vi

�
= 0:

(c) E

 �
ui
vi

��
ui
vi

�0
jZ1i; Z2i

!
=

�
�2u �uv
�uv �2v

�
= �, a �nite and positive de�nite matrix.

(d) E
�
Z1i
Z2i

��
Z1i
Z2i

�0
=

�
Q11 Q12
Q012 Q22

�
= Q; a �nite and positive de�nite matrix.

Part (b) in the above assumption says that the instruments are exogenous. Part (c) says that the errors
u and v are homoskedastic. It also introduces a partition on their second moment matrix. Part (d) says that
the instrument have �nite second moments. Not that part (d) also implies that Q11 and Q22 are positive
de�nite.
De�ne

Z =
�
Z1 Z2

�
:
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It follows from Assumption 2(a),(d) and the WLLN that

n�1Z 0Z =

 
Z01Z1
n

Z01Z2
n

Z02Z1
n

Z02Z2
n

!

=

 P
i=1 Z1iZ

0
1i

n

P
i=1 Z1iZ

0
2i

nP
i=1 Z2iZ

0
1i

n

P
i=1 Z2iZ

0
2i

n

!

!p

�
Q11 Q12
Q012 Q22

�
= Q:

Further, the CLT and Assumption 2 imply that

n�1=2
�
Z 0u
Z 0v

�
=

0BBBBB@
Z01up
n

Z02up
n

Z01vp
n

Z02vp
n

1CCCCCA
= n�1=2

nX
i=1

�
ui
vi

�


�
Z1i
Z2i

�
!d N (0;�
Q)

=

0BB@
�1
�2
	1
	2

1CCA : (1)

Thus, for example, the asymptotic distribution of Z 01u=
p
n is given by the distribution of �1 � N

�
0; �2uQ11

�
:

It is important for further results that convergence in distribution is joint. For example, the asymptotic co-
variance of Z 01u=

p
n and Z 02v=

p
n is given by the covariance of �1 and 	2; which equals �uvQ12:

De�ne

X =
�
y2 Z2

�
;

P = Z (Z 0Z)
�1
Z 0:

Since the errors are homoskedastic, we can focus on the 2SLS estimator:� b
b�
�
= (X 0PX)

�1
X 0Py1:
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A simple regression example

Suppose that � = �2 = 0 and l1 = 1: This is a just identi�ed case, and 2SLS estimator of 
 reduces to the
IV estimator:

b
 = Z 01y1
Z 01y2

= 
 +
Z 01u

Z 01 (Z1�1 + v)

= 
 +
Z 01u

Z 01 (Z1C=
p
n+ v)

= 
 +
Z 01u=

p
n

Z 01Z1=nC + Z
0
1v=
p
n

!d 
 +
�1

Q11C +	1
(2)

= 
 +�;

where the distribution of the random variable � is given by

� =
�1

Q11C +	1
;

and (2) follows from the joint convergence in (1) and by the Continuous Mapping Theorem (CMT).
This simple example illustrates the problem with IV estimation in presence of weak instruments. First,

the 2SLS (IV) estimator is inconsistent. Second, instead of usual converge in probability, b
 converges in
distribution to a random variable. The asymptotic distribution of b
 is non-standard and depends on the
ratio of two normal random variables. The "bias" term � has an inverse relationship with C:
Suppose that the econometrician ignores the fact that Z1 is a weak instrument, and for testingH0 : 
 = 
0;

he uses the usual t statistic based on b
:
t =

b
 � 
0q
\AsyV ar (b
) =n;

where \AsyV ar (b
) is an estimator of the usual asymptotic variance of the IV estimator when the instruments
are strong:

\AsyV ar (b
) = b�2u Z 01Z1=n

(Z 01y2=n)
2 ;

b�2u = ky1 � y2b
k2 =n;
where kck2 = c0c is the Euclidean norm. Under H0, we have

t =
Z 01uqb�2uZ 01Z1 : (3)

In order to derive the asymptotic distribution of t under H0; �rst, note that

Z 01u=
p
np

Z 01Z1=n
!d

�1p
Q11

: (4)
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Next,

b�2u = ky2 (b
 � 
)� uk2 =n
=


�Z1C=pn+ v� (b
 � 
)� u

2 =n

= (b
 � 
)2�C2Z 01Z1
n2

+
v0v

n
+ 2C

Z 01v

n
p
n

�
� 2 (b
 � 
)�C Z 01u

n
p
n
+
v0u

n

�
+
u0u

n

!d �
2
v�

2 � 2�vu�+ �2u; (5)

Combining the results in (3)-(5), and using the CMT,

t!d
�1=

p
Q11p

�2v�
2 � 2�vu�+ �2u

=
�1=

p
�2uQ11q

�2v
�2u
�2 � 2�vu�2u �+ 1

:

Note that while �1=
p
�2uQ11 � N (0; 1) ; the denominator in the above expression is a random variable,

which depends on the numerator through �1. Furthermore, the limiting distribution of t depends on the
unknown nuisance parameter C; which cannot be estimated consistently. Thus, under the null, the t statistic
does not have the usual standard normal distribution. Consequently, a test that rejects the null hypothesis
in favor of the alternative, H1 : 
 6= 
0; when jtj > z1��=2 is invalid, since its asymptotic size is di¤erent from
�. Similarly, the usual con�dence intervals based on b
 are invalid, since they are constructed by inverting
the t test. Let

CI� =

�b
 � z1��=2q \AsyV ar (b
) =n; b
 + z1��=2q \AsyV ar (b
) =n� ;
and let 
0 be the true value of 
: Then,

lim
n!1

P (
0 2 CIa) = lim
n!1

P
�
jtj < z1��=2

�
= P

0@������ �1=
p
�2uQ11q

�2v
�2u
�2 � 2�vu�2u �+ 1

������ < z1��=2
1A :

Large sample properties of the 2SLS estimator of 


The 2SLS estimator can be written as � b
b�
�
=
� bX 0 bX��1 bX 0y1;

where

bX =
� by2 Z2

�
;by2 = Z1b�1 + Z2b�2;

and b�1 and b�2 are the LS coe¢ cients from the regression of y2 against Z1 and Z2: De�ne

M2 = In � P2;
P2 = Z2 (Z

0
2Z2)

�1
Z 02:
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Then we can write

b
 =
by02M2y1by02M2by2

= 
 +
by02M2uby02M2by2 (6)

= 
 +
b�01Z 01M2ub�01Z 01M2Z1b�1 :

Next, b�1 = (Z 01M2Z1)
�1
Z 01M2y2:

Combining the last two equations,

b
 � 
 =  y02M2Z1p
n

�
Z 01M2Z1

n

��1
Z 01M2y2p

n

!�1
y02M2Z1p

n

�
Z 01M2Z1

n

��1
Z 01M2up

n
: (7)

We have

Z 01M2Z1=n =
Z 01Z1
n

� Z
0
1Z2
n

�
Z 02Z2
n

��1
Z 02Z1
n

!p Q11 �Q12
�
Q�122

�
Q012

= Q1�2: (8)

Z 01M2y2=
p
n = Z 01M2 (Z1�1 + v) =

p
n

= Z 01M2

�
Z1C=

p
n+ v

�
=
p
n

=
Z 01M2Z1

n
C

+
Z 01vp
n
� Z

0
1Z2
n

�
Z 02Z2
n

��1
Z 02vp
n

!d Q1�2C +	1 �Q12Q�122 	2
= Q1�2C +	1�2; (9)

where
	1�2 = 	1 �Q12Q�122 	2:

Note that
	1�2 � N

�
0; �2vQ1�2

�
:

Lastly,

Z 01M2u=
p
n =

Z 01up
n
� Z

0
1Z2
n

�
Z 02Z2
n

��1
Z 02up
n

!d �1 �Q12Q�122 �2
= �1�2; (10)

where
�1�2 = �1 �Q12Q�122 �2 � N

�
0; �2uQ1�2

�
:

Combining (7)-(10), we obtain

b
 !d 
 +
(Q1�2C +	1�2)

0
Q�11�2�1�2

(Q1�2C +	1�2)
0
Q�11�2 (Q1�2C +	1�2)

= 
 +�;
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where

� =
(Q1�2C +	1�2)

0
Q�11�2�1�2

(Q1�2C +	1�2)
0
Q�11�2 (Q1�2C +	1�2)

:

We conclude that the 2SLS estimator of 
 is inconsistent. Note that the denominator in the expression for
� has a noncentral �2 distribution with l1 degrees of freedom and the noncentrality parameter given by
C 0Q1�2C: Similarly to the simple example discussed in the previous section, the usual tests and con�dence
intervals for 
 are invalid due to the weak IVs problem.

Large sample properties of the 2SLS estimator of �

The 2SLS estimator of � can be written asb� = (Z 02Z2)
�1
Z 02 (y1 � by2b
)

= � + (Z 02Z2)
�1
Z 02 (y2
 � by2b
) + (Z 02Z2)�1 Z 02u:

From (6),

y2
 � by2b
 = (y2 � by2) b
 � y2 (b
 � 
)
=

�
In � Z (Z 0Z)�1 Z 0

�
vb
 � y2 (b
 � 
)

= Mvb
 � y2 (b
 � 
) ;
where

M = In � Z (Z 0Z)�1 Z 0

= In � P;

a projection matrix onto the space orthogonal to Z�s. Note that Z 02M = 0: We haveb� � � = (Z 02Z2)
�1
Z 02 (Mvb
 � y2 (b
 � 
)) + (Z 02Z2)�1 Z 02u

= � (Z 02Z2)
�1
Z 02y2 (b
 � 
) + (Z 02Z2)�1 Z 02u

= � (Z 02Z2)
�1
Z 02
�
Z1C=

p
n+ Z2�2 + v

�
(b
 � 
) + (Z 02Z2)�1 Z 02u

= �
�
Z 02Z2
n

��1
Z 02Z1
n
p
n
C (b
 � 
)� �2 (b
 � 
)� �Z 02Z2

n

��1
Z 02v

n
(b
 � 
) + �Z 02Z2

n

��1
Z 02u

n
:

Using the results of the previous sections, b� � � !d ��2�:

Thus, b� is inconsistent, if �2 is �xed and di¤erent from zero. In particular, the 2SLS estimator of the
coe¢ cients on exogenous regressors is consistent if �2 = 0; i.e. the exogenous regressors Z2 are uncorrelated
with the endogenous regressor y2 after controlling for the instruments Z1:
Let�s make the following assumption.

Assumption 3 �2 = �2 (n) = n�1=2D; where D 2 Rl2 and �xed.

Using the last assumption, we have

p
n
�b� � �� = ��Z 02Z2

n

��1
Z 02Z1
n

C (b
 � 
)�D (b
 � 
)� �Z 02Z2
n

��1
Z 02vp
n
(b
 � 
) + �Z 02Z2

n

��1
Z 02up
n

!d �Q�122 (Q012C�+	2�� �2)�D�:

In the case of weak correlation between Z2 and y2, the 2SLS estimator of � is consistent. However, its
asymptotic distribution is nonstandard and depends on unknown nuisance parameters C and D which
cannot be estimated consistently.
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Inference on 
: a simple regression

Suppose we are interested in testing H0 : 
 = 
0 against H1 : 
 6= 
0. Consider �rst a model with no
exogenous regressors: � = �2 = 0, and l1 � 1 IVs:

y1 = 
y2 + u;

y2 = Z1�1 + v

The null restricted residuals are given by y1 � y2
0: Under the null,

Z 01 (y1 � y2
0) =
p
n = Z 01u=

p
n

!d �1

= N
�
0; �2uQ11

�
: (11)

The variance term �2uQ11 can be estimated consistently by e�2uZ 01Z1=n; where the estimator e�2u is based on
the null restricted residuals: e�2u = (y1 � y2
0)0 (y1 � y2
0) =n:
Under the null, e�2u !p �

2
u: (12)

Let
P1 = Z1 (Z

0
1Z1)

�1
Z 01;

and consider the following statistic:

gARn (
0) = (y1 � y2
0)
0
P1 (y1 � y2
0) =e�2u (13)

=

�
(y1 � y2
0)

0
Z1=

p
n
�
(Z 01Z1=n)

�1
[Z 01 (y1 � y2
0) =

p
n]e�2u :

When the null hypothesis is true, (11) and (12) imply that

gARn (
0)!d �
2
l1 ;

which holds regardless of the strength of the instruments. Hence, a test that rejects the null whengARn (
0) >
�2l1;1��; where �

2
l1;1�� is the 1� � quantile of the �

2
l1
; has the asymptotic size �:

Suppose that l1 = 1: Then, under H0, the statistic in (13) can be written as

gARn (
0) =
0@ Z 01uqe�2uZ 01Z1

1A2

:

By comparing the above equation with (3), we observe that gARn (
0) is a null-restricted version of the
t-statistic (squared): we replace the usual estimator of �2 with its null-restricted version. Thus, in this case
we can solve the problem of weak identi�cation by using a null-restricted t-statistic.
The statistic in (13) was originally suggested by Anderson and Rubin (1949) in the following form. Let

M1 = In � P1:

The Anderson-Rubin statistic (AR) is given by

AR (
0) =
(y1 � y2
0)

0
P1 (y1 � y2
0) =l1

(y1 � y2
0)
0
M1 (y1 � y2
0) = (n� l1)

:
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Note that under the null,

(y1 � y2
0)
0
M1 (y1 � y2
0)
n� l1

=
u0u

n� l1
� u

0Z1
n

�
Z 01Z1
n

��1
Z 01u

n

n

n� l1
!p �

2
u:

Therefore, under the null,
AR (
0)!d �

2
l1 :

Thus, the two versions have the same asymptotic distribution under the null. However, under the null, when
the disturbances are normally distributed, AR (
0) has the Fl1;n�l1 distribution in �nite samples. Assuming
that ujZ1 � N

�
0; �2uIn

�
;

u0P1u=�
2
ujZ1 � �2rank(P1)

= �2l1 :

u0M1u=�
2
ujZ1 � �2rank(M1)

= �2n�l1 :

Further, numerator and denominator are independent due to normality and orthogonality of P1 and M1: It
follows that, under the null, AR (
0) � Fl1;n�l1 :
While the test based on the AR statistic has correct size regardless of the power of the instruments, its

power depends on the strength of the IVs. Consider a �xed alternative H1 : 
 = 
0 + �: In this case,

M1 (y1 � y2
0) = M1 (y2� + u)

= M1 ((Z1�1 + v) � + u)

= M1 (v� + u) :

Hence,
(y1 � y2
0)

0
M1 (y1 � y2
0) = (n� l1)!p �

2
v�
2 + �2u + 2�uv�:

Further,

P1 (y1 � y2
0) = P1 ((Z1�1 + v) � + u)

= Z1
�
C=
p
n
�
� + P1 (v� + u) :

Next, suppose for simplicity that l1 = 1:

(y1 � y2
0)
0
P1 (y1 � y2
0)

=
Z 01Z1
n

C2�2 + (v� + u)
0
P1 (v� + u) + 2C�

Z 01 (v� + u)p
n

!d Q11C
2�2 + (	1� +�1)

2
Q�111 + 2C� (	1� +�1)

=

�
C�
p
Q11 +

	1� +�1p
Q11

�2
:

We conclude that under the �xed alternatives,

AR (
0)!d

0@C�s Q11

�2v�
2 + �2u + 2�uv�

+
	1� +�1q

Q11
�
�2v�

2 + �2u + 2�uv�
�
1A2

:
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Note that
	1� +�1q

Q11
�
�2v�

2 + �2u + 2�uv�
� � N (0; 1) ;

and, therefore, AR (
0) has asymptotically noncentral �
2
1 distribution with the noncentrality parameter

C2�2Q11

�2v�
2 + �2u + 2�uv�

:

Suppose that one rejects the null when AR (
0) > �21;1��: First, note that the test is inconsistent against
�xed alternatives. This is due to weakness of the IVs. Second, as usual the power of the test increases with
the distance from the null �: However, the test will have poor power if the instruments are very weak (small
C). In particular, when the instruments and endogenous regressor are unrelated (C = 0), AR (
0) has the
same central �21 distribution regardless of the value of �: Consequently, for all values of �; the asymptotic
power is equal to the size �:
When l1 > 1;

(y1 � y2
0)
0
P1 (y1 � y2
0) = (y1 � y2
0)

0
Z1=

p
n (Z 01Z1=n)

�1
Z 01 (y1 � y2
0) =

p
n:

Next,

Z 01 (y1 � y2
0) =
p
n = Z 01

��
Z1C=

p
n+ v

�
� + u

�
=
p
n

!d Q11C� +	1� +�1;

and

AR (
0) l1 ! d
(Q11C� +	1� +�1)

0
Q�111 (Q11C� +	1� +�1)

�2v�
2 + �2u + 2�uv�

=







 Q
1=2
11 C�q

�2v�
2 + �2u + 2�uv�

+
Q
�1=2
11 (	1� +�1)q
�2v�

2 + �2u + 2�uv�








2

:

Note that
	1� +�1 � N

�
0;
�
�2v�

2 + �2u + 2�uv�
�
Q11

�
:

Since Q11 is positive de�nite, it can be decomposed as Q11 = H�H 0; where � is the diagonal matrix of
positive eigenvalues and H 0H = HH 0 = I: De�ne �1=2 to be the diagonal matrix composed of the square
roots of the elements of �;

Q
1=2
11 = H�1=2;

and
Q
�1=2
11 = ��1=2H 0:

Note that

Q
�1=2
11 Q11Q

�1=20
11 = ��1=2H 0H�H 0H��1=2

= Il1 :

Thus,
Q
�1=2
11 (	1� +�1)q
�2v�

2 + �2u + 2�uv�
� N (0; Il1) ;

or

Q
1=2
11 C�q

�2v�
2 + �2u + 2�uv�

+
Q
�1=2
11 (	1� +�1)q
�2v�

2 + �2u + 2�uv�
� N

0@ Q
1=2
11 C�q

�2v�
2 + �2u + 2�uv�

; Il1

1A ;
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and therefore, in the case of �xed alternatives and weak IVs, AR (
0) has asymptotic non-central �
2
l1
distri-

bution with the noncentarlity parameter

�2
C 0Q11C

�2v�
2 + �2u + 2�uv�

:

The econometrician should reject H0 when AR (
0) l1 > �2l1;1��: Again, power of the test depends on the
strength of the IVs C. The test has no power if C = 0: Note also that there is wasting of degrees of freedom:
while we have only one restriction under H0 (
 is a scalar), the number of degrees of freedom l1 � 1:
One can also show that in the case of strong IVs, the AR test has power against local alternatives


 = 
0 + �=
p
n:

Inference on 
: regression with exogenous regressors

The joint hypotheses on 
 and � can be tested in exactly the same way as in the simple regression case.
However, often econometricians are interested in testing hypotheses on 
 while leaving � unrestricted. This
can be done by projecting the IVs Z1 onto the space orthogonal to Z2: In this case, the AR statistic takes
the following form. De�ne

eZ1 = M2Z1;eP1 = eZ1 � eZ 01 eZ1��1 eZ 01:
The AR statistic is given by

AR (
0) =
(y1 � y2
0)

0 eP1 (y1 � y2
0) =l1
(y1 � y2
0)

0
M (y1 � y2
0) = (n� l1 � l2)

:

Consider again the �xed alternative H1 : 
 = 
0 + �: We haveeP1 (y1 � y2
0) = eP1 ��Z1C=pn+ v� � + u�
= (Z 01M2Z1)

�1
Z 01M2

��
Z1C=

p
n+ v

�
� + u

�
; and

Z 01M2 ((Z1C=
p
n+ v) � + u)p
n

!d Q1�2C� +	1�2� +�1�2:

Next,

(y1 � y2
0)
0
M (y1 � y2
0)
n

=
(v� + u)

0
M (v� + u)

n

!p �
2
v�
2 + �2u + 2�uv�:

Combining the above results,

AR (
0) l1 !d
(Q1�2C� +	1�2� +�1�2)

0
Q�11�2 (Q1�2C� +	1�2� +�1�2)

�2v�
2 + �2u + 2�uv�

:

Further,
	1�2� +�1�2 � N

�
0;
�
�2v�

2 + �2u + 2�uv�
�
Q1�2

�
;

and, therefore,

Q
�1=2
1�2 (Q1�2C� +	1�2� +�1�2)q

�2v�
2 + �2u + 2�uv�

� N

0@ Q
1=20

1�2 C�q
�2v�

2 + �2u + 2�uv�
; Il1

1A :
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Hence, asymptotically AR (
0) l1 has the noncentral �
2
l1
distribution with the noncentrality parameter given

by

�2
C 0Q1�2C

�2v�
2 + �2u + 2�uv�

:

Suppose that one rejects the null if AR (
0) l1 > �
2
l1;1��:When the null hypothesis is true (� = 0) or when the

instruments are unrelated to the endogenous regressor (C = 0); AR (
0) l1 has the central �
2
l1
distribution,

and
P
�
AR (
0) l1 > �

2
l1;1��

�
! �:

However, when the instruments are weak, and the null is false, the asymptotic power of the AR test exceeds
�: The probability to reject the null increases with the magnitude of � and C:

Con�dence intervals for 


Asymptotically valid con�dence intervals for 
 can be constructed by inverting the test based on the AR
statistic (note that the usual con�dence interval is the inverted t test). The robust to weak IVs con�dence
intervals are constructed as follows.

CI1�� =
�

� : AR (
�) l1 < �

2
l1;1��

	
:

Thus, one collects all values of 
 for which the null hypotheses H0 : 
 = 
� cannot be rejected. Let 
0 be
the true value of 
.

P (
0 2 CI1��) = P
�
AR (
0) l1 < �

2
l1;1��

�
! 1� �:

Hence, such con�dence intervals have a correct asymptotic coverage probability. The length of the con�dence
interval depends on the strength of the IVs. If the IVs and endogenous variable are unrelated, the AR test
always accepts the null (with asymptotic probability 1 � �). In this case, CI1�� is in�nite (contains the
whole real line).

Multiple endogenous regressors

In the case of a vector of endogenous regressors (Y2 2 Rn�k; 
 2 Rk), the AR statistic can be constructed in
the same way as before:

AR (
0) =
(y1 � Y2
0)

0 eP1 (y1 � Y2
0) =l1
(y1 � Y2
0)

0
M (y1 � Y2
0) = (n� l1 � l2)

:

One should reject the null when AR (
0) l1 > �
2
l1;1��:
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