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The importance of 𝜎2

• The variance of ̂𝛽 depends on the unknown 𝜎2 = 𝐸[𝑈2
𝑖 ]:

𝑉 𝑎𝑟( ̂𝛽 ∣ 𝑋1, … , 𝑋𝑛) = 𝜎2

∑𝑛
𝑖=1 (𝑋𝑖 − 𝑋̄)2 .

• If 𝑈 ’s were observable, we could estimate 𝜎2 by 1
𝑛 ∑𝑛

𝑖=1 𝑈2
𝑖 , which is unbiased, but infeasible.

• Using residuals ̂𝑈𝑖 = 𝑌𝑖 − ̂𝛼 − ̂𝛽𝑋𝑖 gives a feasible estimator

𝜎̂2 = 1
𝑛

𝑛
∑
𝑖=1

̂𝑈2
𝑖 ,

but 𝜎̂2 is biased.

An unbiased estimator of 𝜎2

• An unbiased estimator of 𝜎2 is
𝑠2 = 1

𝑛 − 2
𝑛

∑
𝑖=1

̂𝑈2
𝑖 .

• Assumptions:
1. 𝑌𝑖 = 𝛼 + 𝛽𝑋𝑖 + 𝑈𝑖.
2. 𝐸 (𝑈𝑖 ∣ 𝑋1, … , 𝑋𝑛) = 0 for all 𝑖.
3. 𝐸 (𝑈2

𝑖 ∣ 𝑋1, … , 𝑋𝑛) = 𝜎2 for all 𝑖.
4. 𝐸 (𝑈𝑖𝑈𝑗 ∣ 𝑋1, … , 𝑋𝑛) = 0 for all 𝑖 ≠ 𝑗.

• Since ̂𝑈𝑖 = 𝑌𝑖 − ̂𝛼 − ̂𝛽𝑋𝑖, dividing by 𝑛 − 2 adjusts for estimating 𝛼 and 𝛽.

Expressing ̂𝑈𝑖 in terms of 𝑈𝑖
From

̂𝑈𝑖 = (𝑌𝑖 − ̄𝑌 ) − ̂𝛽 (𝑋𝑖 − 𝑋̄) ,
𝑌𝑖 − ̄𝑌 = 𝛽 (𝑋𝑖 − 𝑋̄) + 𝑈𝑖 − ̄𝑈,

we get
̂𝑈𝑖 = (𝑈𝑖 − ̄𝑈) − ( ̂𝛽 − 𝛽) (𝑋𝑖 − 𝑋̄) .

Expanding ∑𝑛
𝑖=1

̂𝑈2
𝑖

̂𝑈2
𝑖 = (𝑈𝑖 − ̄𝑈)2 + ( ̂𝛽 − 𝛽)

2
(𝑋𝑖 − 𝑋̄)2 − 2 ( ̂𝛽 − 𝛽) (𝑋𝑖 − 𝑋̄) (𝑈𝑖 − ̄𝑈) .

Thus,
𝑛

∑
𝑖=1

̂𝑈2
𝑖 =

𝑛
∑
𝑖=1

(𝑈𝑖 − ̄𝑈)2 + ( ̂𝛽 − 𝛽)
2 𝑛

∑
𝑖=1

(𝑋𝑖 − 𝑋̄)2 − 2 ( ̂𝛽 − 𝛽)
𝑛

∑
𝑖=1

(𝑋𝑖 − 𝑋̄) (𝑈𝑖 − ̄𝑈) .

To show 𝐸 ∑𝑛
𝑖=1

̂𝑈2
𝑖 = (𝑛 − 2) 𝜎2, we verify the three expectations below.
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Expectation of ∑𝑛
𝑖=1 (𝑈𝑖 − ̄𝑈)2

𝑛
∑
𝑖=1

(𝑈𝑖 − ̄𝑈)2 =
𝑛

∑
𝑖=1

𝑈2
𝑖 − 1

𝑛 (
𝑛

∑
𝑖=1

𝑈𝑖)
2

=
𝑛

∑
𝑖=1

𝑈2
𝑖 − 1

𝑛 (
𝑛

∑
𝑖=1

𝑈2
𝑖 +

𝑛
∑
𝑖=1

∑
𝑗≠𝑖

𝑈𝑖𝑈𝑗) .

Taking expectations and using the assumptions,

𝐸
𝑛

∑
𝑖=1

(𝑈𝑖 − ̄𝑈)2 = 𝑛𝜎2 − 1
𝑛𝑛𝜎2 = (𝑛 − 1) 𝜎2.

Expectation of ( ̂𝛽 − 𝛽)
2

∑𝑛
𝑖=1 (𝑋𝑖 − 𝑋̄)2

Because 𝐸 ̂𝛽 = 𝛽 (conditionally on 𝑋),

𝐸 ( ̂𝛽 − 𝛽)
2

= 𝑉 𝑎𝑟 ( ̂𝛽) = 𝜎2

∑𝑛
𝑖=1 (𝑋𝑖 − 𝑋̄)2 .

Hence,

𝐸 ( ̂𝛽 − 𝛽)
2 𝑛

∑
𝑖=1

(𝑋𝑖 − 𝑋̄)2 = 𝜎2.

Expectation of ( ̂𝛽 − 𝛽) ∑𝑛
𝑖=1 (𝑋𝑖 − 𝑋̄) (𝑈𝑖 − ̄𝑈)

Note that 𝑛
∑
𝑖=1

(𝑋𝑖 − 𝑋̄) (𝑈𝑖 − ̄𝑈) =
𝑛

∑
𝑖=1

(𝑋𝑖 − 𝑋̄) 𝑈𝑖,

and
̂𝛽 − 𝛽 = ∑𝑛

𝑖=1 (𝑋𝑖 − 𝑋̄) 𝑈𝑖

∑𝑛
𝑖=1 (𝑋𝑖 − 𝑋̄)2 .

Therefore,

( ̂𝛽 − 𝛽)
𝑛

∑
𝑖=1

(𝑋𝑖 − 𝑋̄) (𝑈𝑖 − ̄𝑈) = 1
∑𝑛

𝑖=1 (𝑋𝑖 − 𝑋̄)2 (
𝑛

∑
𝑖=1

(𝑋𝑖 − 𝑋̄) 𝑈𝑖)
2

.

Conditionally on 𝑋’s,

𝐸 [( ̂𝛽 − 𝛽)
𝑛

∑
𝑖=1

(𝑋𝑖 − 𝑋̄) (𝑈𝑖 − ̄𝑈)] = 1
∑𝑛

𝑖=1 (𝑋𝑖 − 𝑋̄)2 (𝜎2
𝑛

∑
𝑖=1

(𝑋𝑖 − 𝑋̄)2) = 𝜎2.

Putting it together
Using the three expectations above,

𝐸
𝑛

∑
𝑖=1

̂𝑈2
𝑖 = (𝑛 − 1) 𝜎2 + 𝜎2 − 2𝜎2 = (𝑛 − 2) 𝜎2,

so 𝑠2 is unbiased for 𝜎2.
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Estimating the variance of ̂𝛽
• Variance of ̂𝛽 (conditional on 𝑋’s):

𝑉 𝑎𝑟 ( ̂𝛽) = 𝜎2

∑𝑛
𝑖=1 (𝑋𝑖 − 𝑋̄)2 .

• Estimator of 𝜎2:
𝑠2 = 1

𝑛 − 2
𝑛

∑
𝑖=1

̂𝑈2
𝑖 = 1

𝑛 − 2
𝑛

∑
𝑖=1

(𝑌𝑖 − ̂𝛼 − ̂𝛽𝑋𝑖)
2

.

• Estimator of the variance of ̂𝛽:

𝑉 𝑎𝑟 ( ̂𝛽) = 𝑠2

∑𝑛
𝑖=1 (𝑋𝑖 − 𝑋̄)2 .

• Standard error of ̂𝛽:

𝑆𝐸 ( ̂𝛽) = √𝑉 𝑎𝑟 ( ̂𝛽) =
√√√
⎷

𝑠2

∑𝑛
𝑖=1 (𝑋𝑖 − 𝑋̄)2 .
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